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Abstract 
A form of visual jam resistant coding is presented. Using Visual BBC, a modified form of BBC 
(Baird, Bahn, Collins) coding, it is shown that several images can be printed on clear plastic, such 
that when they are superimposed (i.e., a bitwise OR of the pixels is performed), the resulting im-
age may look random, but the original images can still be recovered without any information 
about the original pictures and without any secret. BBC is a complex subject to understand, and 
so Visual BBC aids the teaching of how BBC coding works, by giving students a concrete, physi-
cal model. Examples are shown, illustrating that it is possible for legitimate BBC codewords to 
actually look like recognizable images, rather than just random binary strings. This allows us to 
superimpose arbitrary pictures and separate them again in linear time without using any keys or 
channels specific to each picture. This is not possible in any other coding systems, such as error 
correcting codes, superimposed codes, or steganography systems. In addition, a number of analy-
sis problems are described that can be given to students, which are motivated by the issues arising 
in Visual BBC, and which further increase student understanding of the system. 

Keywords: BBC, coding theory, education, concurrent codes, visualization, visual cryptography. 

Introduction 
Cryptography is a complex and difficult subject for students to learn: a message is scrambled us-
ing a key and an algorithm that tends to be highly abstract. That is why many different uses of 
technology have been explored to make it more concrete and easier to understand. One of these is 
visual cryptography. In visual cryptography, the “key” is simply a sheet of clear plastic with ap-
parently-random dots printed on it. The “encrypted message” is another such sheet, which also 
appears to be random. But when the two sheets are set on top of each other, a hidden message 
appears. There is an enormous literature on visual cryptography (see all of the References section 
below, other than the first four). It was originally invented and developed for cryptographic rea-
sons, but the pedagogical uses are clear. It allows the student to physically manipulate the ele-
ments of the system, and visually see the decryption process in action. Although a computer must 
still be involved to create the two images, the student can carry out the decryption step without a 
computer. For example, the reader is invited to experiment with the visual cryptography system 
online at Baird (2000).  
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The more recent field of concurrent codes is even more abstract and difficult for students to 
grasp. The original code developed in that field is the Baird Bahn Collins (BBC) algorithm 
(Baird, Bahn, & Collins, 2007), which is complex enough that students may have difficulty grasp-
ing it at first. This suggests that it would be useful to have something analogous to visual cryptog-
raphy for BBC codes. This paper proposes the first such Visual BBC system, and gives several 
variants. 

In BBC, an algorithm is used to convert 
a message into a binary string of mostly 
zeros with only a few ones. This string 
is the codeword for that message. For 
example, Figure 1 shows how the three 
messages “Red”, “Green” and “Blue” 
might be encoded as BBC codewords. 

This is just a simple example. In an 
actual implementation, the codewords would be much longer, and would be generated in a more 
complex way.  

In cryptography, encryption is used to 
hide messages. In BBC coding, the 
goal is the opposite: to make the mes-
sages clear, even when they are super-
imposed. Two messages are superim-
posed by taking a bitwise OR of their 
bits. For example, the “Red” and 
“Green” messages can be superim-
posed as in Figure 2. Both messages can be transmitted simultaneously by transmitting their su-
perimposed codeword. 

Note that there is a 1 in the “Red, Green” result in every position where there is a 1 in “Red” or 
“Green” or both. It is clear by inspection that given the “Red+Green” string, it can be seen to con-
tain “Red” and “Green”, but not “Blue”. This decoding can be done easily when there are only 3 
possible messages. But it is tedious to do without a computer when there are, say, 21000 possible 
messages. 

A superimposed combination of BBC codewords can be separated back into their original mes-
sages through a very simple algorithm. Although the BBC decoding algorithm will not be given 
here, it is a linear-time algorithm that separates images with very low error rates, as long as the 
combination of codewords has more 0 bits than 1 bits. 

At this point, it would be natural to go on and show the students the details behind encoding and 
decoding. But first, it would be useful to put the above examples in a form that the students can 
understand more easily. In the example above, each string contains 25 bits, and is written as a 
long row of bits. The example might be clearer if they were instead written as a 5 by 5 array of 
bits. In that case, the example would look like Figure 3. 

This work was performed by US government employees, and 
so is in the public domain. There is no copyright on this work.  

Red 0010000000001000000010000 

Green 0010000100000000000001000 

Blue 0000010000001000001000000 

 

Figure 1: Example codewords for three messages. 

Red  0010000000001000000010000 

Green  0010000100000000000001000 

Red+Green 0010000100001000000011000 

 

Figure 2: Superimposing messages via a bitwise 
OR of their codewords. 

Red 00100  Green 00100  Blue 00000  Red+Green 00100 
 00000   00100   10000    00100 
 00100   00000   00100    00100 
 00000   00000   00010    00000 
 10000   01000   00000    11000 

 

Figure 3: Codewords wrapped around to form a rectangle of bits. 
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This might be clearer if the digits 1 and 0 were replaced with black and white squares, respec-
tively, as in Figure 4. 

In this form, a type of visual BBC system could be created. Print out the pattern for Red on a 
sheet of clear plastic, and similarly for Green and Blue. Then the student can form Red+Green by 
laying the Red and Green sheets on top of each other. The other combinations Green+Blue, or 
Red+Blue, or even the complete Red+Green+Blue would be created similarly. 

This is an improvement, but there are still several issues that aren’t made clear to the student. If a 
student is shown the superposition of Red+Green, it won’t be immediately obvious that it is sim-
ply a superposition of the Red and Green patterns. Nor is it obvious that it would be difficult to 
extract the identities of Red and Green given only the pattern Red+Green. These two points 
would be clearer if the patterns for Red, Green, and Blue were all images that are recognizable to 
the eye. It would then be clear that the superposition of two or more pictures can be very difficult 
for the human visual system to pull apart. 

Unfortunately, the original BBC system does not usually generate recognizable images for mes-
sages that would typically be encoded. When a typical message is encoded and the codeword is 
transformed into an image, the image typically looks like a white field covered with a random 
distribution of black dots. The next section explains the BBC coding algorithm in detail, then 
proposes a method for finding messages that will produce codewords that look like recognizable 
pictures. 

Pictures from BBC 
The BBC coding algorithm is shown in Figure 5, for a simple example of encoding the message 
111010.  

First, the message must be given in binary, such as by converting each letter in a string to its AS-
CII code in binary.  

Next, all prefixes of the message are taken. So we take the first bit, the first two bits, and so on, 
giving the prefixes 1, 11, 111, 1110, etc.  
Next, each prefix is passed through a hash function. A hash function is any function that maps a 
prefix to an integer, scrambling it in the process in a way that looks random.  For example, if the 
codeword will have 25 bits, then the hash function takes in the prefix, and converts it to an integer 
between 1 and 25, inclusive. This function can be almost anything. Common examples are algo-
rithms such as SHA-1 or MD5. In this example, we assume the hash maps the prefix 1 to the in-
teger 23, maps the prefix 11 to the integer 17, and so on. 

                           
                           
Red:       Green:       Blue:       Red+Green:      
                           
                           

 

Figure 4: Codewords wrapped and colored to form images 
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Finally, the codeword is defined to be all zeros except for those positions that were chosen by the 
hash. So in this example, the codeword is all zeros, except for a 1 in positions 23, 17, 1, 19, 5, and 
24 within the codeword. 

Finally, the codeword is converted into an image as before, wrapping it around to fill a rectangle, 
and representing 0 as a white square and 1 as black.  

If the hash function does a good job of scrambling its inputs in a way that looks random, then the 
image generated by a typical message will look random. It will look like a white field with a ran-
dom spattering of black dots.  

But why use a typical message? If the goal is to get a desired image for a codeword, then the 
choice of message doesn’t matter. So instead of starting with a message of 111010 and seeing 
what image it produces, we could start with a desired image, and try to find a message that gener-
ates that image, as closely as possible.  

For example, we could choose an image whose top half is black and whose bottom half is white. 
Can we find a message that will generate that image? Not exactly, but it is possible to get close. 

This method will work by walking through the decoding process and, at each step, choosing the 
next message bit whose encoding is most consistent with the desired codeword image.  

So should the message start with a 0 or 1? To choose, we would calculate the hash of 0 and the 
hash of 1 and look at the two positions chosen by the hash function. It may be that the hash of 0 is 
a position in the region we have decided should be black, and the hash of 1 is in a position in the 
region we have decided should be white. In that case, we should start the message with a 0. That 

  Message 
  111010 
 
  Message Prefixes Hash of each prefix 
  1  Æ 23 

11  Æ 17 
111  Æ 1 
1110  Æ 19 
11101  Æ 5 
111010  Æ 24 

 
Codeword (with a 1 in those positions chosen by hash) 

  1000100000000000101000110 
           = 10001  00000  00000  01010  00110 
 

      

      

=      

      

      

 

Figure 5: The BBC coding algorithm, with an example of  
encoding the message 111010 as a 5 by 5 black and white image 
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will put one black dot in the region that we want to be black. Similarly, if the hash of 1 is in the 
black region and the hash of 0 is in the white, then we should start the message with a 1 bit. On 
the other hand, if both 0 and 1 hash to the same color region, then we can pick the first bit arbi-
trarily. It won’t matter. Once the first bit of the message has been chosen, say it is chosen to be a 
1, we continue in the same way with the second bit of the message, choosing it to be 0 or 1 based 
on the color that the hash of 10 and 11 falls in. 

This method will actually give a recognizable image. That is because at each step there are 4 dif-
ferent outcomes for the position of hashing 0 and 1. They can be in regions that are desired to be 
(black, black) or (black, white) or (white, black) or (white, white). If the hash function looks ran-
dom, and the black and white regions have equal area, then each of those 4 outcomes is equally 
likely. In the first 3 cases, we can always choose the bit so that the black dot will be placed in the 
region that we want to be black. Only in 1 case are we forced to put a dot in the white region. So, 
after choosing many bits of the message, the encoding will be an image that has a density of dots 
in the dark areas that is 3 times higher than in the light areas. Thus, ordinary BBC can actually 
have codewords that are recognizable images, without modifying the algorithm at all. We simply 
start with the desired codeword, and then use a greedy method to choose the message. 

The analysis in the previous paragraph makes one simplifying assumption. It shows that 3 times 
as many marks will be put in the dark region as in the white, and therefore assumes the dark re-
gion will be 3 times darker than the white. But this ignores the fact that sometimes a mark is 
added on top of an existing mark, and so doesn’t make the region any darker. Since this will hap-
pen more often in darker regions, the contrast ratio will be slightly less than 3. But for very light 
pictures (with a low final density), the contrast ratio will approach 3. 

An example is given in Figure 6. The image on the left is a black and white image of Abraham 
Lincoln. The image on the right is an actual BBC codeword. The codeword was generated by a 
message that was chosen specifically to give that image, using the algorithm just described. 

 
This system can now be used to illustrate BBC coding in a way that is accessible to students. 
Print the BBC codeword form of the Abraham Lincoln image on clear plastic. Print a different 
image on another sheet of plastic. Laying one on top of the other will give an image that is diffi-
cult to for a human to visually interpret. Laying 3 or 4 on top of each other will likely give an im-
age that is totally incomprehensible to the human eye. Yet the BBC algorithm will easily decode 
the combined image, as long as the combined image has a density less than one half (i.e. there are 
more white pixels than black in the combined image).  

Using Visual BBC 
BBC codewords are designed so that a computer can easily recover them after several have been 
superimposed (by combining the bits with a bitwise OR). Visual BBC can aid in teaching that 

 
Figure 6: An image of Abraham Lincoln with roughly equal areas of black and white 

(left), and a BBC codeword that approximates it (right). 
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concept by printing several visual codewords on separate transparencies, and allowing students to 
see them combined on top of each other. The students can then try to guess what the individual 
pictures are, then separate them to check that guess. Figure 7 gives an excellent example to print 
out and use for this purpose. 

 

Improving Visual BBC 
It is useful that this hands-on teaching aid can be built using ordinary BBC. However, the images 
don’t have the contrast ratio that might be desired. In other words, the dark regions are less than 3 
times darker than the light regions (i.e. the fraction of pixels that are black is less than 3 times 
greater in the dark regions than in the light regions). So one might ask whether there is a way to 
improve this. It turns out that the contrast ratio in the final image can be improved by making the 
target image have a higher fraction of black pixels. It is difficult to achieve this by modifying the 
image itself without destroying it, but it is easy to accomplish by adding a large, black border. 

For example, suppose a square target image is N by N pixels, and has an equal number of black 
and white pixels. The analysis in the previous section shows that the final image will have dark 
areas less than 3 times darker than the light areas. Now add a black border around all sides of the 
target image, with the border being N/2 pixels wide. The framed picture now has ¾ of its pixels 
in the frame, and only ¼ of its pixels in the actual image, with only half of those being white. So 
a full 7/8 of all the target pixels will be black. Now, when two possible bits are considered for the 

  
Figure 7: Eight images that can be printed on separate transparencies  

to illustrate BBC coding.   
In the left column, the 3 separate images for COT, HIS, and LAP are superimposed to give the 
image at the bottom, and similarly for the right column using images for COP, HAS, and LIT.  
In both cases, the human eye has difficulty in recognizing that the first third of the result is a 
superposition of C+H+L, that the second position is O+I+A, and the third is T+S+P.  But even 
if that can be discovered, the human has no way to know the specific words in each image, be-
cause the same letters are superimposed in each case.  The two superimposed images look 
practically identical to a human. But the BBC algorithm allows a computer to quickly and eas-
ily decode the lower-left image as COT+HIS+LAP and the lower right as COP+HAS+LIT.  
This visual, concrete example gives the students an intuitive understanding of the power of the 
BBC algorithm. 
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next bit of a message, the probability of them being in a pair of regions with colors (black, black), 
(black, white), (white, black) and (white, white) is 49/64, 7/64, 7/64, and 1/64, respectively. So 
the final codeword will have 49+7+7=63 black pixels in the dark region for every 1 black pixel in 
the light region. Since the dark region is 7 times the area of the white region, the resulting con-
trast ratio is 9:1, a marked improvement. Of course, this again assumes the image is very light 
overall. As it becomes darker, the rate at which new marks fall on top of existing marks will in-
crease, particularly in the dark regions, and the contrast ratio will decrease. Figure 8 shows the 
result when a picture frame is used. 

 
There is another tweak to the algorithm that can improve the contrast ratio. Recall that when add-
ing an additional bit, it can be either a 0 or a 1, and that with probability 49/64, both of those will 
hash into the black region. In that case, the algorithm arbitrarily chooses which of the two to use. 
However, sometimes one of the marks will be in the black region of the frame, with the other one 
in the actual picture. In those cases, the algorithm could be biased to consistently choose the mark 
inside the picture. If that is done, the dark regions in the picture will end up darker than the frame, 
and the picture will look better than it would with arbitrary choices. Figure 9 shows the results of 
this tweak to the algorithm. Note that the dark regions of the picture are indeed darker than the 
frame. Figure 10 compares the three algorithms. It is clear that the final result is much better than 
the original. 

 
In addition to illustrating BBC for students, these images can serve as motivation for performing 
a mathematical analysis of the behavior of BBC. This paper has analyzed the contrast ratio for 3 
different situations. Students can be asked to perform that analysis themselves. This is a much 
easier analysis than having them analyze the security of the system. Also, the question itself is 
much more intuitive. After seeing the various images, a student will naturally wonder why some 

  
Figure 8: The algorithm applied to a target image with a black frame,  

to increase the contrast ratio. 

  
Figure 9: The algorithm applied to a target image with a black frame, with the 

additional tweak that when given a choice between a black region of the picture or a 
location in the frame, it always chooses the former. This improves the contrast ratio in 

the picture, so the dark parts of the picture are even darker than the frame. 
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have better contrast ratio than others, and exactly how much better they are. This is the perfect 
motivation for having them perform such an analysis. 

In the image processing community, it is considered important to use standard images so that al-
gorithms can be compared. A famous standard image is known as Lena, and its colorful history 
has been documented in Rosenberg (2001) and Kandangath (2003). Though the original image 
was in color, it is often converted to grayscale (Figure 11); however, neither of these is suitable 
for the Visual BBC algorithm. To obtain a useable target image, the grayscale image was cropped 
to the same dimensions as the Lincoln picture and then every pixel above a certain threshold was 
set to black while all others were set to white. The threshold chosen yielded an image with ap-
proximately 50% fill. Figure 12 shows the target monochrome image and the resulting Visual 
BBC codeword. Figure 13 then shows the results of superimposing the Lena and Lincoln code-
words, which is useful pedagogically because, while it is reasonably easy to see it as a superposi-
tion of two faces, it can be hard to discern whose faces they are. 

 

 

 
Figure 11: The original Lena image in grayscale,  

which cannot be used directly in the Visual BBC algorithm. 

 
Figure 12: Grayscale Lena converted to pure black and white by thresholding (left), 

and the BBC codeword generated when that is used as the target image (right). 

  
Figure 10: The original algorithm applied to an arbitrary target (left),  

with a frame added (middle), and with both a frame and a preference for  
putting marks in the picture itself (right). 
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Finally, Figure 14 shows the results of one last technique for improving the image. The algo-
rithms so far have all been greedy: we construct a message by adding 1 bit at a time such that the 
new message has the best contrast ratio and density possible. It would seem that better results 
could be obtained by looking ahead more than 1 bit. For example, it could look ahead 3 bits at a 
time. In that case, the message would be extended at each step by appending one of eight pat-
terns: 000, 001, 010, 011, 100, 101, 110, 111. The pattern would be chosen to maximize the con-
trast ratio and density of the image. In Figure 14, the top row adds only 1 bit at a time. Going 
down, the rows show the results of looking ahead 1, 2, 4, 8, or 16 bits. The image clearly im-
proves with increased bits. Although the encoding time is exponential in the number of bits, the 
decoding time is not affected. The result is simply an ordinary BBC codeword, and so it is de-
coded in the usual way. Figure 14 also shows the results for various sizes of frames. The left col-
umn is for no frame at all. The columns from left to right are for frames whose areas are 0, 0.5, 1, 
3, 5 times the area of the image, respectively. It is clear from Figure 14 that both look ahead and 
frames help the final image, and that combining the techniques gives an even better result than 
either alone.  

As an interesting endnote, by looking ahead 20 bits at a time and using a target image whose bor-
der was 10 times the picture area, a codeword image was produced in which every single target 
black image was black and only 13 of the 26,000 target white pixels (0.05%) were black, yielding 
a contrast ratio of 2000:1. Producing this codeword required 15 hours of processing time on a 
fairly modern laptop computer but, as pointed out previously, the resulting codeword is a standard 
BBC codeword that would be decoded in the normal amount of time. From these results comes an 
interesting question for advanced students to explore: Is it possible, with reasonable processing 
effort, to find a codeword that exactly reproduces the core picture portion of the target image.  

 

 
Figure 13: A superposition of Lena and Abraham Lincoln.  An observer may be able to 

recognize that two faces have been superimposed, though it may be difficult to  
recognize the identity of at least one of the two faces. 
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Conclusions 
We have proposed a system for visual BBC, which is a visual form of BBC coding analogous to 
visual cryptography. Visual BBC has the same pedagogical advantages as visual cryptography: it 
gives the student a visual, hands-on way to explore the subject early on, before getting bogged 
down in mathematical detail. Several forms were given, allowing the final image to be remarka-
bly clear. In addition, they motivate a number of analysis questions that can be posed to the stu-
dents, so they can calculate and discover the contrast ratios in each case. Finally, the difficulty 
that humans have in separating superimposed pictures gives the students a feeling for the power 
of BBC, because it is capable of doing such separations easily. 
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Figure 14: Lena images shown for various combinations of parameters  

(frame not shown).   
The rows from top to bottom correspond to looking ahead 1, 2, 4, 8, 16 bits. The columns from 
left to right use a frame-to-core-image-ratio of 0, 1/2, 1, 3, 5. The upper-left corner gives a con-
trast ratio of only 2.87 between the black and white regions. The contrast ratio in the lower left 
(no frame, 16 bit lookahead) increases to 11. The upper right (border is 5 times the area of the 
picture, 1 bit lookahead) increases to 17, and the lower right corner (frame is 5 times the area, 
16 bit lookahead) increases to 450, which is practically perfect. In that image, 95.5% of the tar-
get-black pixels are black, and 99.8% of the target-white pixels are white. 
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